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Psychonomic Bulletin & Review - Rejection letter

25-Sep-2018

Dear Dr. Pastore:

After reading your Manuscript PBR-Otr-18-017 entitled ”Measuring similarities among samples: a
distribution-free overlapping index” that you submitted to Psychonomic Bulletin & Review, I have decided
not to send out your manuscript for review.

Although I find the topic of your paper interesting and in principle PBR would welcome contributions
like yours on distribution measures of effect, I believe your paper

1. does not seem to address how to test hypotheses using your index (but your abstract introduces your
paper in the context of hypothesis testing), particularly directional hypotheses; for instance, this is well
possible with Cliff’s delta, another distribution-free measure

2. calculates the index using kernel estimation, but I believe an approach solely based on data is preferable
3. is a bit too statistical in nature, with still a significant gap from theory to application by potential readers
4. does not yet provide convincing useful practical applications in my opinion (see my first point); hypothesis

testing (directional or not), standard error and confidence intervals of the measure, reasonable effect size
values.

Sorry to bring the bad news, particularly because I value non-parametric or distribution-free statistics.

ACTION: I am rejecting the manuscript. I think the concerns are sufficient to preclude publication in
this journal. I hope the reviewer comments will be helpful in your future work.

Thank you for considering Psychonomic Bulletin & Review for the publication of your research.

Sincerely, . . .

Action Editor, Psychonomic Bulletin & Review
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Our response:

Dear . . .,

Thank you for directly rejecting our paper avoiding us to wait for revision; We have just some comments
as a response of yours:

1. In the abstract we wrote: “. . . we illustrate the use of a distribution-free overlapping measure as an
alternative way to quantify sample differences . . .” referring to an effect size approach and not to a
hypothesis testing context. This index is an effect size and not a statistic for testing; from our
conclusions: This index can be considered as an alternative measure of classical effect size indices, such
as for example, Cohen’s d, Cohen’s U or McGraw and Wong’s CL.

2. What does it means: “I believe an approach solely based on data is preferable”?? Kernel estimation is
based on data; its formula is:

f̂h(x) =
1

n

n∑
i=1

Kh(x− xi) (0.1)

where xi(i = 1, . . . , n) are observed data!
3. The idea of overlapped area is too statistical and too difficult to understand. Maybe You think that it is

more easy understanding the idea of p-value and statistical testing? See for example: Aschwanden (2015,
2016); Baker (2016); Bakker and Wicherts (2011); Berger and Sellke (1987); Chavalarias, Wallach, Li,
and Ioannidis (2016); Cohen (1994); Gelman (2013, 2016); Gelman and Carlin (2017); Gelman and Stern
(2006); Gigerenzer, Krauss, and Vitouch (2004); Goodman (2008); Greenland et al. (2016); Hubbard and
Lindsay (2008); Krantz (1999); Nuzzo (2014); Resnick (2019); Rothman (2014); Wagenmakers (2007);
Wasserstein, Lazar, et al. (2016); Verdam, Oort, and Sprangers (2014); Ziliak and McCloskey (2008); Zhu
(2012).

4. We are sorry to only present four different examples in the paper, and cite five papers using the index
only (Lionetti, Mastrotheodoros, & Palladino, 2018; Marci et al., 2018; Altoè, D’Amore, & Scalfari, 2018;
Pluess et al., 2018; Lionetti, Aron, et al., 2018). More recently, the index was used (and cited) in other
papers: Bean, Huffaker, and Migliaccio (2018); Brauns, Brabender, Gehre, Rinke, and Weitere (2019);
D’Amario et al. (2019); Drury et al. (2019); Ford, Waldner, Sanchez, and Bharadwaj (2019); Giofrè,
Pastore, Cornoldi, and Toffalini (2019); Giuntoli et al. (2019); McMunn (2018); Schank et al. (2017). It
seems that there are no useful practical applications.

NOTE: Since You decided to not send manuscript for review, how can we consider “reviewer’s comments”,
as You write in ACTION?

Sorry for delay in our response.

Sincerely
MP & AC
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Fig. 0.1. Exemplary case study: Frequency distributions of exam scores for males and females.

P.S. just for fun

If you want to test something, consider this example:

Let’s suppose to have a sample of 81 students’scores on a given exam (22 males and 59 females). Figure
0.1 shows the frequency distributions of the scores for females (left panel) and males (right panel).

Your idea is that the difference in the scores distributions between males and females is relevant only if
the overlapped density area is lower than .91. Formally: H0 : η > .9 (i.e., there is no relevant difference) vs
H1 : η < .92.

You can proceed in such way:

library( overlapping )

dataList <-

list( males = c( 12, 20, 5, 20, 25, 15, 18, 26, 20, 20, 0, 15, 22, 21, 11, 10, 17,

22, 16, 21, 19, 20 ),

females = c( 6, 11, 12, 28, 14, 19, 25, 21, 25, 18, 17, 21, 16, 19, 23, 29,

14, 23, 14, 29, 5, 11, 13, 15, 27, 28, 23, 14, 10, 24, 15, 11, 20, 18,

14, 29, 22, 22, 12, 20, 19, 20, 17, 15, 12, 26, 22, 27, 14, 29, 20, 23,

19, 16, 16, 26, 7, 9, 20 ))

First, bootstrap the data and compute the index repeatedly:

> out <- boot.overlap( dataList )

Then, evaluate the estimated 95% confidence interval:

> quantile( out$OVboot_dist, probs = c(.025,.975) )

2.5% 97.5%

0.3663276 0.8009690

Given that the target value .9 is outside the interval, you can reject your null hypothesis.

1 Obviously, you can change this value depending on your specific purposes.
2 Should be this a directional hypothesis?
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