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Abstract
Aberrant respondents are common but yet extremely detrimental to the quality of social surveys or 
questionnaires. Recently, factor mixture models (FMMs) have been employed to identify individuals 
providing deceptive or careless responses. We propose a comprehensive FMM for continuous outcomes 
that combines confirmatory and exploratory factor models to classify both the nonaberrant and aberrant 
respondents. The flexibility of the proposed classification model allows for the identification of two of the 
most common aberrant response styles, namely faking and careless responding. We validated our 
approach by means of two simulations and two case studies. The results indicate the effectiveness of the 
proposed model in dealing with aberrant responses in social and behavioural surveys.
Keywords: aberrant response behaviour, careless responding detection, factor mixture model, faking detection, sample 
heterogeneity
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1 Introduction
In behavioural and social sciences, surveys and questionnaires serve as primary tools for measur-
ing latent variables, such as psychological or social constructs (Bollen, 1989). To ensure the meas-
urement properties of a questionnaire, confirmatory factor analysis (CFA) is widely employed to 
verify whether observed variables (i.e. items of a questionnaire) are valid indicators of the latent 
variables of interest (Bollen, 1989). In most CFA applications, a simplified assumption is the 
sample homogeneity (Lubke & Neale, 2006), which presupposes homogeneity at both the popu-
lation and sample levels simultaneously. At the population level, the observed sample is considered 
as drawn from a single population (i.e. absence of subpopulations), while, at the sample level, the 
sample is assumed to consist of mutually exchangeable sampling units (Zumbo, 2006). However, 
in applied contexts, this assumption is seldom fulfilled and the observed samples are realistically 
composed of two or even more unknown subgroups of respondents, which may originate in the 
population level and/or in the sample level. This phenomenon is termed sample heterogeneity 
(Sawatzky et al., 2009). Sample heterogeneity affecting the population level is referred to as 
pre-sampling heterogeneity, which occurs when the population is divided into multiple and un-
known sub-populations (Muthén, 1989). In such cases, the observed sample can be represented 
as a mixture of an unknown number of subsamples, each possibly related to a distinct CFA model 
(Yung, 1997). To address pre-sampling heterogeneity, factor mixture models (FMMs) are among 
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the most used methods (Lubke & Muthén, 2005). FMMs simultaneously identify homogeneous 
subsamples from an heterogeneous observed sample while estimating the factor model parameters 
for each discovered subsample (Lubke & Muthén, 2005). Conversely, sample heterogeneity at the 
sample level is named post-sampling heterogeneity, which typically arises from the interaction 
between respondents and the context of test administration (e.g. high-stakes or low-stakes situa-
tions; Tziner et al., 2005). In this case, heterogeneity emerges from individuals who systematically 
bias their responses by adopting aberrant response processes (Groves et al., 2009), such as faking 
or careless responding (Arthur et al., 2021). As in the case of pre-sampling heterogeneity (see 
Becker et al., 2013), post-sampling heterogeneity could cause erroneous CFA results, biased par-
ameter estimates, and threats to measurement validity (e.g. see Donovan et al., 2014; Kam & 
Meyer, 2015).

Recently, some researchers suggested the use of theoretically based psychometric models to 
enhance statistical methods against post-sampling heterogeneity (Merhof & Meiser, 2023; 
Plieninger & Heck, 2018). For instance, item response theory (IRT) mixture models have been re-
cently employed to combine two IRT models, one modelling the honest/careful response style and 
the other one representing the faking or carelessness behaviour (e.g. see Frick, 2022; Ulitzsch et al., 
2022). Although theoretically well-founded, this approach might not be flexible enough to address 
post-sampling heterogeneity from a more data-driven perspective. An alternative solution is to rely 
on the analysis of covariance matrix as in CFA/EFA methods. Indeed, numerous studies have 
shown that post-sampling heterogeneity generally implies disruptions (e.g. deflation or inflation) 
of the observed inter-item correlations (Ellingson et al., 1999; Griffin et al., 2004; Kam, 2019; 
Lombardi et al., 2015; Ward & Meade, 2023).

Based on this evidence, FMMs have been recently adopted as they offer a suitable framework to 
model directly the observed inter-item correlation matrix, providing a more data-driven approach. 
There have been several attempts to generalize FMMs to deal with post-sampling heterogeneity. 
For instance, Leite and Cooper (2010) included an additional latent variable for the 
social-desirability-bias to detect faking, Ziegler et al. (2015) used a mixture of factor analysis 
(FA) to differentiate between extreme and slight fakers, Kam and Cheung (2023) constrained 
the signs of the factor loadings to differentiate the careful and the careless latent components. 
However, all of these methods essentially depend on external indicators of aberrant behaviours 
(e.g. covariates or reverse-keyed items) more than modelling the biased subsample’s latent struc-
ture itself. Indeed, these authors assumed that the aberrant latent structure closely resembles the 
unbiased latent structure, with only few adjustments (e.g. opposite signs of the factor loadings 
for the negatively worded items).

In this article, we present a novel mixture of factor analysers to detect vectors of aberrant re-
sponses as those typically encountered in social surveys and questionnaires. We propose an un-
supervised classification model serving as a general model-based screening tool to identify 
various types of aberrant respondents. In the spirit of Banfield and Raftery (1993), this aim is 
achieved by specifying a theoretically sound model for the biased subsample, which is plugged 
into the mixture as a noise component. Recent instances of this approach appeared in the family 
of clusterwise regression models (e.g. see Perrone & Soffritti, 2023; Punzo & McNicholas, 2016). 
In particular, we combined a standard CFA component for the unbiased subsample and an ex-
ploratory factor analysis (EFA) for the biased subsample, defining a CFA + EFA mixture model 
for continuous outcomes. The idea is that, by specifying the target population’s latent structure 
in the CFA component, individuals whose responses do not align with the CFA due to aberrant 
responding would be captured by the EFA component. This is mainly due to the fact that the con-
strained latent structure imposed by the CFA would leave the divergent patterns of inter-item cor-
relations to be gathered by the unconstrained factorial structure of the EFA model. The number of 
EFA latent factors is selected in order to maximize the absorption of covariation due to various 
aberrant response biases through a data-driven procedure. Thus, the mixture latent variable as-
signs respondents based on this specification of the two submodels, without requiring additional 
information nor in the mixture parameter neither in the submodels. This allows for a broader ap-
plicability of the proposed method. Indeed, in empirical research, reliable external indicators of 
aberrant responding might be unavailable and assumptions on the sign of factor loadings for 
reverse-keyed items has currently a theoretical motivation only in the context of careless 
responding.
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The remainder of the article is organized as follows. Section 2 provides an overview of the psy-
chometric literature on aberrant response behaviours along with the methods used to detect them. 
Section 3 presents the CFA + EFA model and the parameters estimation procedure. Section 4 re-
ports the results of two simulation studies validating our model as a classification method. 
Section 5 describes an application of the model to two case studies involving ratings data affected 
by faking and careless responding. Finally, Section 6 concludes the article providing final remarks 
and suggesting future directions. Technical details as well as additional results are available as 
online supplementary material to this article. Note that the algorithms and scripts used throughout 
the article are available to download at https://github.com/niccolocao/CFAmixEFA.

2 Behavioural sources of post-sampling heterogeneity
As established by the psychometric literature, a number of aberrant response behaviours can lead 
to post-sampling heterogeneity, including sleeping, guessing, and plodding behaviour (Wright & 
Stone, 1979), alignment errors (Hulin et al., 1983), cheating (Emons et al., 2003), creative re-
sponding (Karabatsos, 2003), faking (MacCann et al., 2011), and careless responding (Ward & 
Meade, 2023). Among them, faking and careless responding have been widely recognized as major 
sources of post-sampling heterogeneity (Arthur et al., 2021). In what follows, we provide a brief 
qualitative description of those response styles, which constitute the focus of the method presented 
in Section 3.

Faking behaviour. Faking is usually defined as a goal-directed distortion of the response process, 
entailing the manipulation of an individual’s self-presentation in relation to the test administration 
context (MacCann et al., 2011). In particular, a faker (i.e. respondent who adopt faking behav-
iour) may alter his/her genuine self-presentation by exaggerating positive qualities, possibly asso-
ciated with a complementary denial of negative qualities (i.e. faking ‘good’), and/or by 
exaggerating negative qualities (i.e. faking ‘bad’) (MacCann et al., 2011). For instance, faking 
good is prevalent among job applicants involved in selection procedures (Arthur et al., 2021), 
while faking bad is often observed in cases such as fabrication of clinical symptoms for a secondary 
gain (Hall & Hall, 2011). The prevalence of faking good and bad varies among different settings. 
Considering job applicants, approximately in the range 20% and 40% of the sample engages in 
faking good (Griffith & Converse, 2011). Similarly, in the forensic settings, the prevalence of fak-
ing bad has been reported to be ∼ 17.4% (Rogers et al., 1998) and 40% (Mittenberg et al., 2002). 
Literature also suggests that fakers adopt different styles or patterns to fake, such as extreme fak-
ing and slight faking (Ziegler et al., 2015). In particular, the extreme faking response style involves 
a significant positive shift in the value of the uncorrupted response to an item, while the slight fak-
ing response style implies a moderate positive shift (Lombardi et al., 2015). Many studies have 
highlighted the detrimental effects of faking on inter-items correlations (e.g. Ellingson et al., 
1999; Lee et al., 2017, 2019). In particular, faking can deteriorate a multidimensional latent 
structure, causing it to collapse into a single comprehensive faking factor (Ellingson et al., 
1999; Schmit & Ryan, 1993). Consistently with these findings, some researchers have recently 
identified more stereotypical responses within faking samples, which resulted in inflated inter- 
items correlations (Schermer et al., 2019) and increased covariance among the latent factors 
(Schermer et al., 2019), reducing the separation between these factors. Interestingly, Lee et al. 
(2019) conducted a simulation study to explore the bias induced by faking on the CFA model es-
timation, indicating less bias when fitting a CFA model with an additional factor loaded onto all 
the items. These considerations suggest that a one-factor latent structure for a sample of fakers 
may be a reasonable hypothesis.

Careless responding. Careless responding refers to a behaviour characterized by random, in-
attentive, or inconsistent responses, which reflects a diminished consideration of the item content 
in the rating process, thus leading to inaccurate responses (Ward & Meade, 2023). Researchers 
suggested that careless responding may affect most of the survey datasets (Ward & Meade, 
2023). The rate of careless respondents can vary widely, ranging from 3.5% (Johnson, 2005) to 
as high as 46% (Oppenheimer et al., 2009) of the sample, with a modal rate around 15% 
(Curran, 2016; Jones et al., 2022). However, even rates as low as 5% could significantly com-
promise the psychometric validity of a questionnaire in terms of inter-items correlations (Credé, 
2010). In empirical contexts, careless responding can manifest as either random or systematic 
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behaviour (Hong et al., 2020): (i) random responding involves endorsing one of the response cat-
egories for each item in an (almost) random fashion (Meade & Craig, 2012); (ii) straight-lining, on 
the other hand, is a well-studied form of systematic careless responding, where the same configur-
ation of response categories is selected for all items (Johnson, 2005). These two usual manifesta-
tions of careless responding generally result in opposite effects on inter-item correlations. Random 
responding typically induces weaker correlations, as the responses would asymptotically tend to 
be uniformly distributed among the response categories (DeSimone et al., 2018). In contrast, 
straight-lining tends to produce stronger correlations, as the responses remain relatively invariant 
across the items (e.g. the selection of a single response category for all the items, DeSimone et al., 
2018). However, in empirical contexts, respondents may vary their level of engagement and shift 
among different forms of careless responding (Ward & Meade, 2023). For instance, DeSimone 
et al. (2018) demonstrated that if a respondent adopts straight-lining for a small portion of items, 
correlations will decrease. Still, if this behaviour extends to a greater number of items, correlations 
will increase. The existing literature has shown that the impact of careless responding on inter-item 
correlations is often unpredictable (Huang et al., 2015; Ward & Meade, 2023).

3 The CFA + EFA model
Let Y ∈ R p denotes the p × 1 random vector of the observed indicators. For the CFA component, 
the random vector Y can be reduced to q < p latent factors being modelled as η ∼ N q(μ, Φ), where μ 
and Φ are the q-dimensional vector of the factor means and the q × q correlation matrix of the latent 
factors, respectively. In addition, we assumed that the p × 1 vector of model errors takes the form 
δ ∼ Np(0p, Θδ), where Θδ is the p × p positive definite and diagonal covariance matrix. For the EFA 
component, the vector Y can be reduced to K < p latent factors being modelled as ξ ∼ N K(ν, IK), 
where ν and IK are the K-dimensional vector of the factor means and the K × K identity covariance 
matrix of the latent factors, respectively. We considered that the p × 1 vector of model errors is de-
fined as ϵ ∼ Np(0p, Ψϵ), where Ψϵ indicates the p × p positive definite and diagonal covariance ma-
trix. Let Zi ∼ Bern(π) with i = 1, . . . , n be the random vector of the Bernoulli mixture latent 
variable, which selects the i-th observation Y i as generated from one of the two FA models, and 
π the mixture parameter. Then, the CFA and EFA density components are defined as follows:

Y i ∣ Zi = 1 ∼ N p(Λ1μ, Λ1ΦΛT
1 + Θδ) Y i ∣ Zi = 0 ∼ N p(Λ2ν, Λ2ΛT

2 + Ψϵ) 

where Λ1 denotes the p × q factor loadings matrix which contains some loadings fixed to zero 
(according to the researcher’s hypotheses), and Λ2 denotes the p × K factor loadings matrix (with 
no fix-to-zero entries). Furthermore, we assumed that the latent variable Zi can also be modelled 
by a logit model, adding covariates to the mixture parameter π:

πi = f (zi = 1; β) =
exp(xiβ)

1 + exp(xiβ) 

where xi is the 1 × (C + 1) vector of C fixed covariates for the i-th observation, and β is the (C + 1) × 
1 vector of parameter. The p.d.f. of the realization yi is then:

f (yi; Ω) = πi(β)N p(Λ1μ, Λ1ΦΛT
1 + Θδ) + 1 − πi(β)

( 
N p(Λ2ν, Λ2ΛT

2 + Ψϵ) (1) 

with Ω = {Λ1, μ, Φ, Θδ, Λ2, ν, Ψϵ, β} being the vector of model parameters. In general, the CFA + 
EFA model requires the following constrains to ensure identifiability (Bollen, 1989): (i) 
diag(Φ) = 1q; (ii) Θδ is diagonal; (iii) Ψϵ is diagonal. Given its nature, the CFA + EFA model can 
be considered as a classification model for identifying aberrant respondents. In this case, the com-
putation of the posterior classification probabilities for the i-th observation is performed via the 
Bayes’ theorem:

f (zi = w ∣ yi; Ω) =
f (zi = w; β)f (yi ∣ zi = w; Ω)

πif (yi ∣ zi = 1; Ω) + 1 − πi( )f yi ∣ zi = 0; Ω
(  , w = 0, 1 (2) 
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which represents the probability that yi belongs to one of the mixture components conditional on 
the observed sample. To determine the individuals’ component assignments, we consider the highest 
posterior probability estimated for the i-th observation between the two components.

Despite the simplicity of the CFA + EFA formulation, some advantages need to be highlighted 
with regard to the EFA component. In general, the latter offers a simple and quite general solution 
because of the flexibility offered by the unconstrained matrix Λ2 (De Roover et al., 2017). From a 
theoretical standpoint, the potential of the EFA component to represent aberrant respondents be-
comes evident if one consider faking and careless responding scenarios. In the first case, research 
have shown that faking behaviour can alter inter-item correlations as a phenomenon mainly due to 
the relevance of item content for the respondent’s self-presentation objectives (Donovan et al., 
2014). This can lead to a nonrandom and distinctive latent structure within the faking subsample 
(Bensch et al., 2019). Instead, in the second case, careless responding may result in an unpredict-
able pattern of correlations among indicators (Arthur et al., 2021; DeSimone et al., 2018), which 
may provoke spurious latent factors unrelated to those of careful respondents. In both instances, 
the inflated or deflated inter-item correlations stemming from aberrant responding can be suitably 
captured by the additional and independent latent structure induced by the EFA submodel. It 
should be stressed that the ability of EFA to recover the aberrant or biased subsample’s latent 
structure is intimately connected with the appropriate selection of K, namely the number of latent 
components in the EFA submodel. In the general framework of FMMs, researchers have used both 
information criterion (IC)—such as Akaike information criterion (AIC), consistent Akaike infor-
mation criterion (CAIC), Bayesian information criterion (BIC), sample-adjusted BIC (ssBIC)—and 
classification criteria (CC)—such as classification likelihood information criterion (CLC), inte-
grated classification likelihood-BIC (ICL-BIC), entropy (H)—to select the best K̂. Despite their dif-
ferences, both ICs and CCs are usually consistent in selecting the correct number of latent 
components K, although they can be differently sensitive to sample size (Henson et al., 2007; 
McLachlan & Peel, 2000). In this setting, note that the best K̂ is the one which ensures better clas-
sification performances of the corresponding CFA + EFA model compared to models with other K̂ 
values. To this end, the entropy measure has demonstrated to be particularly appropriate for the 
CFA + EFA model, as reported in a small simulation study (see the online supplementary material). 
However, some suggestions on the choice of K can be drawn from theoretical/empirical consider-
ations (Section 2), simulations (Section 4), and case studies (Section 5). To treat faking, an optimal 
choice has been demonstrated to be K = 1, whereas careless responding seems to require a tailor- 
made model selection by varying the K value.

3.1 Parameter estimation
Maximum likelihood estimates of Ω are usually obtained via the EM algorithm (Dempster et al., 
1977), which entails the maximization of the complete log-likelihood function, i.e. the joint p.d.f. 
of the observed and latent data. Let u = {η, ξ, z} be the set of latent variables, the complete 
log-likelihood function is

ℓ(Ω; y, u) = log
n

i=1

f yi ∣ {ηi, zi = 1}
( zi f ηi ∣ {zi = 1}

( zi f (zi = 1)zi

×
n

i=1

f yi ∣ {ξi, zi = 0}
( 1−zi f ξi ∣ {zi = 0}

( 1−zi f (zi = 0)1−zi

 (3) 

where, for the sake of simplicity, parameters within the distributions of the observed and latent 
variables have been omitted. In this form, the CFA + EFA model requires the estimation of 3p + 
pK + q + K + C + 1 + q(q − 1)/2 parameters. In particular, the EM algorithm provides an itera-
tive procedure which generates a sequence of nondecreasing lower bounds for the maximization 
of Q(Ω, Ω̂) = E[ℓ(Ω; y, u) ∣ y], i.e. the complete log-likelihood given the observed data 
(McLachlan & Krishnan, 2007). Thus, a generic iteration of the EM algorithm requires the calcu-
lation of the expectation û = E[ℓ(Ω; y, u) ∣ y], which is in turn plugged into a Newton–Raphson to 
complete the maximization problem for the mixture parameter. Overall, for a given iteration t the 
EM algorithm proceeds as follows: 
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1. E-step: compute û = E[ℓ(Ω; y, u) ∣ y] given Ω(t−1)

2. M-step: Ω̂(t) = arg max
Ω

Q(Ω, Ω̂(t−1)) using û

3. For ϵ > 0, convergence if ϵ > ∣Q(Ω̂ ∣ Ω̂t) − Q(Ω̂ ∣ Ω̂(t−1)) ∣

All technical derivations and details of the EM algorithm are reported as online supplementary 
material to this article.

4 Simulation studies
4.1 Simulation study 1
The aim of this simulation study was to assess the classification performances of the CFA + EFA 
model, with a particular focus on understanding the impact of varying proportions π within the 
observed sample. For the sake of comparison, we have also considered the extreme condition 
π = 0.05, where the aberrant observations constitute the 95% of the overall sample.

Design. The design of this simulation study involved four factors: (i) 
π ∈ {0.05, 0.40, 0.60, 0.80, 0.90}, (ii) q ∈ {1, 3}, (iii) K ∈ {2, 4}, (iv) C ∈ {1, 2}. The factors 
were systematically varied in the complete factorial design with a total of 5 × 2 × 2 × 2 = 40 scen-
arios. The invariant inputs for the model were the sample size fixed at n = 1, 000 and the number 
of observed variables p = 30. For each combination, B = 1, 000 samples were generated which 
correspond to 1, 000 × 40 = 40, 000 new data and an equivalent number of parameters.

Procedure. Let qh, πw, ks, and cm be different levels of factors q, π, K, and C. Then, the data ma-
trices were generated as follows: 

(a) For i = 1, . . . , n, j = 1, . . . , p, q = 1, . . . , ql and k = 1, . . . , ks, the true parameters of the 
CFA model (Bollen, 1989) were obtained as:

λ1j×ql ∼ U(0.05, 0.99), Φql×ql ∼ LKJ(1, ql), Λ1p×ql = Λ1p×ql ⊙ Λstr
p×ql

, μ = 0ql ,

νks×1 ∼ U(0.5, 5), Θδp×p = 1 p×1 − diag(Λ p×ql
Φql×ql

ΛT
p×ql

), λ2j×k ∼ U(0.05, 0.99),

Ψϵp×p = 0.85 · Ip×p, β1 = log
πw

1 − πw( )

 

, βcm+1 ∼ U(−1.5, 1.5), xi,0+1 = 1,

xi,1+1 ∼ Bern(0.5), xi,2+1 ∼ U(−5, 5) 

where U(0.05, 0.99) represents a continuous uniform distribution with a closed interval 
[0.05, 0.99], LKJ(1, ql) indicates the Lewandowski–Kurowicka–Joe distribution with shape 
parameter equals to 1 and dimension ql × ql, whereas Λstr

p×ql 
is a matrix of zeros and ones 

which determines the constrained structure of Λ1p×ql 
(with no cross-loadings).

(b) For m = 1, . . . , M with M = 50, 000, the CFA respondents’ latent traits, measurement er-
rors, and continuous vectors of responses were computed as ηql×m ∼ N ql

(0q, Φql×ql
), 

δ p×m ∼ N p(0 p, Θδp×p), and y p×m = Λ1p×ql
ηql×m + δ p×m.

(c) For r = 1, . . . , R with R = 50, 000, the EFA respondents’ latent traits, measurement errors, 
and continuous vectors of responses were computed as ξkl×r ∼ N kl

(0kl
, Ikl×kl

), 
ϵ p×r ∼ N j(0p, Ψϵp×p), and y p×r = Λ2p×kl

ξkl×l + ϵ p×r.
(d) For i = 1, . . . , n and d = cm + 1, the latent indicator variable of the mixture was sampled by: 

πn×1 = exp(Xn×dβd×1)/(exp(Xn×dβd×1) + 1n×1) and zn×1 ∼ Bern(πn×1).
(e) The data matrix is obtained as Y p×n = [{y p×m ∣ zi×1 = 1i×1}, {yp×r ∣ zi×1 = 0i×1}]T (stacked 

matrix).
Classification measures. To evaluate the classification performances of the model, we con-

sidered the following classification metrics (CM) for imbalanced classes (López et al., 2013; 
Luque et al., 2019): (i) sensitivity (SE), which ranges between 0 (completely inaccurate) and 
1 (completely accurate); (ii) specificity (SP), which ranges between 0 (completely inaccurate) 
and 1 (completely accurate); (iii) balanced accuracy (BACC), which serves as an indicator of 
how different the classification is from random guessing and varies between 0 (i.e. perfect 
misclassification) and 1 (i.e. perfect classification); (iv) Matthews correlation coefficient 
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(MCC), which corresponds to the geometric means of eight ratios derived from the combina-
tions of all the components of a confusion matrix and is a good metric for representing the global 
model quality (Zhu, 2020), ranging between −1 (completely inaccurate) and 1 (completely accur-
ate), with 0 equal to the random guessing. Considering the number of correctly detected biased 
respondents (i.e. true positives, TPs), incorrectly flagged unbiased respondents (i.e. false positives, 
FPs), correctly detected unbiased respondents (i.e. true negatives, TNs), incorrectly not flagged 
biased respondents (i.e. false negatives, FNs), these metrics are formally defined as follows:

SE =
TP

TP + FN
, SP =

TN
TN + FP

, BACC =
SE + SP( )

2
,

MCC =
TP × TN − FP × FN

�����������������������������������������������
(TP + FP)(TP + FN)(TN + FP)(TN + FN)



Results and discussion. Table 1 reports the classification results averaged along with standard 
deviations. Overall, according to classification properties of mixture models (McNicholas, 2016), 
the CFA + EFA model reports satisfactory results. With regard to C, the indices generally show lar-
ger values for C = 2, which suggests that including additional quantitative information in terms of 
covariates lead to an improvement of the classification performances. Similarly, with regard to π, all 
the indices show larger values when the proportion of aberrant respondents is not so large (i.e. 
π ≥ 0.60). In this case, as expected, BACC and MCC show a slightly decreasing trend when 
C = 1, and an increasing trend when C = 2. On the other hand, the SP measure tends to increase 
independently of covariates. The slight decrease in the conditions C = 1 can be motivated by a slight-
ly diminished identification of the aberrant respondents if compared to the C = 2 conditions. With 
respect to K, the condition K = 4 reports higher values if compared to K = 2, suggesting improved 
discrimination for those models with a higher number of EFA latent factors. Interestingly, for q = 3, 
the condition K = 2 presents slightly higher values if compared to K = 4, while the opposite is true 
when q = 1. This result is not surprising, as these conditions involve more substantial separation be-
tween the CFA and EFA parametric spaces. Finally, looking at conditions q = 1 with respect to 
K = {2, 4}, the results indicate that, when the true number of EFA factors K is not in the neighbour-
hood of q, the discrimination between the CFA and EFA observations improves, which was expected 
since more dissimilarity between the mixture components contributes to better classifications.

4.2 Simulation study 2
The aim of this simulation study was twofold: to externally validate the CFA + EFA model for de-
tecting faked observations and to assess the quality of the predicted unbiased data. To simulate a 
realistic perturbation of the data matrix, we used the Sample Generation by Replacement (SGR) 
model which is an empirically validated psychometric model of faking (Lombardi & Pastore, 
2012). To this end, we followed a two-step procedure. Initially, we generated rating data based 
on a standard CFA model. Subsequently, we selected a subset of observations to be subject to fak-
ing, mimicking extreme and slight styles of faking using the SGR model.

Data perturbation model. Discrete rating data Yij ∈ {1, . . . m, . . . , M} can be generated by sam-
pling the fake response pattern f i from the so-called conditional replacement distribution, given 
the uncorrupted observations yi (Lombardi et al., 2015), which takes the following form:

P(fij = m′ ∣ yij = m, γ, δ) =

1 m = m′ = M
κDG(m′; m + 1, M, γ, δ), 1 ≤ m < m′ ≤ M
1 − κ, 1 ≤ m′ = m < M
0, 1 ≤ m′ < m ≤ M

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

where m′ is the replaced (faked) response, κ denotes the overall probability of faking good, 
DG(m′; m + 1, M, γ, δ) is the discretized beta distribution with bounds a = m + 1 and b = M, 
and γ and δ are strictly positive shape parameters of the faking subsample distribution. Note 
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that the model can mimic slight faking good behaviours by setting γ = 1.5 and δ = 4, and extreme 
faking good behaviours by setting γ = 4 and δ = 1.5.

Design. The study involved four factors: (i) n ∈ {250, 1000}, (ii) p ∈ {16, 40}, (iii) π ∈ {0.6, 0.8}, 
(iv) {γ, δ} = {{1.5, 4}, {4, 1.5}}. They were systematically varied in the complete factorial design with a 
total of 2 × 2 × 2 × 2 = 16 scenarios. For each combination, B = 500 samples were generated which 
correspond to 500 × 16 = 8, 000 new data and an equivalent number of parameters. For the sake of 
simplicity, some other conditions were not varied: (i) the CFA latent factors were fixed to q = 4, which 
reproduce a quite common latent test dimensionality; (ii) the EFA latent factors were set to K = 1, 
which represents a reasonable latent structure for those respondents adopting faking behaviours.

Procedure. Let iv, jh, πw, {γo, δo} be different levels of factors n, p, π, {γ, δ}. Then, the perturbed 
data matrix were generated as follows: 

(a) For j = 1, . . . , jh, the true parameters of the CFA model (Bollen, 1989) were obtained by let-
ting:

λ j×q ∼ U(0.05, 0.99), Φ ∼ LKJ(1, q), Λ jh×q = Λ jh×q ⊙ Λstr
jh×q,

Θδjh×jh = 1 jh×1 − diag(Λ jh×qΦΛT
jh×q) μ = 0q, β = log

πw

1 − πw( )

 

where U(0.05, 0.99) represents a continuous uniform distribution with a closed interval 
[0.05, 0.99], LKJ(1, q) indicates the Lewandowski–Kurowicka–Joe distribution with shape 
parameter equals to 1 and dimension q × q, and Λstr

jh×q is a matrix of zeros and ones which 
determines the constrained structure of the Λ jh×q, by fixing to zeros some factor loadings.

(b) Respondents’ latent traits, measurement errors, and continuous vectors of responses were 
computed as ηq×iv ∼ N q(0q, Φ), δ jh×iv ∼ N jh (0 jh , Θδjh×jh ), and y∗jh×iv = Λ jh×qηq×iv + δ jh×iv .

(c) For i = 1, . . . , iv and j = 1, . . . , jh, the continuous data y∗j×i were discretized into M = 11 re-
sponse categories:

y j×i = m⇐⇒τm−1 < y∗ji < τm, m = 1, 2, . . . , M

τ0 = −∞, τ1 < τ2 < · · · < τM−1, τM = +∞ 

(d) Let nf = nv · (1 − πw) respectively denotes the observations in the faking subsample, the ma-
trix of responses to be perturbed was sampled by ziv×1 ∼ Bern(πw) and 
D jh×nf = {Y jh×iv ∣ ziv×1 = 0iv×1}.

(e) The SGR conditional replacement distribution with faking good probability κ = 1 is

P(f ji = m′ ∣ dji = m, γ, δ) =
1, m = m′ = M
DG(m′; m + 1, M, γo, δo), 1 ≤ m < m′ ≤ M
0, 1 ≤ m′ ≤ m ≤ M

⎧
⎨

⎩

(f) Let nf = nv · (1 − πw) and nd = nv · πw denoting the observations in the faking subsample and 

in the unbiased sample. The complete data matrix was obtained by Y jh×iv = [F jh×nf
, D jh×nd

]T 

(stacked matrix).
Measures. In this study, all the classification measures described in Simulation Study 1 were used 

along with the bias and the root mean square error (RMSE) of estimates for assessing the ability of 
the algorithm to recover the true model parameters.

Results and discussion. Table 2 reports the classification results averaged along with standard 
deviations. As expected, all the indices show good classification properties in cases of extreme 
faking. In general, all the CM—except SE—show a better performance with a larger sample 
size (n = 1, 000) and a higher proportion of CFA-related observations (π = 0.80). The SE results 
may corroborate that these mixture models may suffer of lower SE when reconstructing the com-
ponent memberships in presence of a lower number of observations in one of the two mixture 
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components (Cintron et al., 2023). With regard to p, the condition p = 16 tends to present better 
performances in the case of slight faking, but the opposite is true in the case of extreme faking 
with a higher number of items (p = 30), which results in an improvement of performances across 
all the indices. Overall, the results indicate that the CFA + EFA model is a satisfactory classifier for 
detecting observations affected by an extreme degree of faking, which is highly detrimental to 
many statistical tools commonly used in data analysis (Bressan et al., 2018; Lee et al., 2019; 
Pastore & Lombardi, 2014).

Table 3 shows the averaged bias and RMSE values along with standard deviations for both 
slight and extreme faking conditions. With respect to Λ̂, the condition p = 16 shows negligible 
bias whereas conditions with a higher number of observed indicators (p = 40) exhibit less accurate 
recovery. With regard to Θ̂δ, all the conditions indicate that the recovery bias is almost insignifi-
cant and no clear differences emerged among the faking scenarios. Instead, the recovery of Φ̂ is 
overall inaccurate. With respect to μ̂, as expected, the estimates display substantial bias in the 
extreme conditions but are accurate in the slight conditions. Finally, the recovery of the mix-
ture parameter π̂ is generally satisfactory, especially in the case of extreme faking. Overall, these 
results suggest that estimating the CFA + EFA model in slight faking conditions might be challen-
ging, as in the case of mild alteration of the observed covariance matrix. In this case, instead of 
being captured by the EFA submodel, the aberrant subsample would simply affect the factorial 
structure of the CFA submodel and, possibly, would increase its residual variances.

5 Case studies
In this section, two applications to real datasets will be presented and discussed. The first dataset 
(first case study) was collected under a controlled scenario by means of which faking behaviour 
was experimentally manipulated, while the second dataset (second case study) has been found 
to be affected by careless responding (see Arias et al., 2020). Both cases serve as a way to assess 
the empirical validity of the CFA + EFA model, in particular whether it can be used as a general 
method for detecting respondents who exhibit aberrant rating behaviours.

5.1 Case study 1: Faking behaviour
Data and measures. Data were originally collected by Krammer (2020) and are available at 

https://osf.io/wdv25/. The original dataset consists of n = 763 teacher-education students 
(69.33% females, ages ranged from 18 to 47, with mean of 21.11 and standard deviation of 
3.60) who took part to a personality survey based on the administration of the Big Five 
Inventory (BFI), which is a five-factor personality questionnaire composed by p = 42 items scored 
on a 5-point scale ranging from 1 (strongly disagree) to 5 (strongly agree) (Lang et al., 2001). The 
BFI was administered in a honest vs. an inducted faking conditions. In the honest condition, the 
respondents were asked to compile the BFI according to the standard instructions (no faking), 
while in the faking condition (after 10 months) the same participants were instructed to adopt a 
faking behaviour when rating the items. By randomly extracting different participants from the 
two conditions, two subsamples consisting of both unbiased (no fakers) and biased (fakers) re-
spondents were obtained and combined. This process resulted in the final rating matrix Y763×42. 
Since faking behaviour has been found to vary as a function of age differences (Thumin & 
Barclay, 1993), the variable age has been used as predictor of π, which controls the proportion 
of nonfakers in this case.

Exploratory analyses. To justify a CFA + EFA analysis, we assessed the inter-item correlations 
in the honest and faking conditions. Figure 1 shows three heatmaps: Figure 1a represents the hon-
est subsample’s interitems correlation matrix, Figure 1b the correlation matrix for the faking sub-
sample, and Figure 1c shows the overall correlation matrix. By visually inspecting the plots, one 
can notice differences emerging among the correlation patterns of the subsamples. In particular, 
the honest subsample seems to overall reproduce the population’s correlation matrix, which con-
sists of the five-factor latent structure (i.e. correlation blocks along the main diagonal). By con-
trast, the subsample of fakers presents a nonrandom patter of biased inter-item correlations (i.e. 
a non negligible correlation patterns outside the blocks over the main diagonal), which substan-
tially deteriorate the BFI latent structure. To investigate the discrepancies in correlation patterns 
between honest and faking subsamples, a tanglegram was additionally used (see Figure 2). It 
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contrasts the dendrograms of honest (on the left) and faking (on the right) subsamples. 
Dendrograms were constructed by means of a hierarchical clustering based on the Ward’s dis-
tance. The tanglegram highlights a substantial lack of correspondence between the two dendro-
grams. To quantify the misalignment between the two dendrograms, we computed the 
entanglement coefficient, which ranges from 0 (full alignment) to 1 (total mismatch). In this 
case, the entanglement coefficient was found to be 0.76, confirming a substantial mismatch be-
tween the clustered items in the honest and faking subsamples.

To verify the impact of faking behaviour on a standard CFA model, we defined, estimated, and 
evaluated a CFA model based on the BFI latent structure (see Lang et al., 2001) on the overall 
sample. The results were evaluated by two common fit indices for CFA applications: the com-
parative fit index (CFI; Bentler, 1990), and the root mean squared error of approximation 
(RMSEA; Steiger, 1980). The analyses were conducted in the R framework (R Core Team, 
2023) using the lavaan package (Rosseel, 2012). The estimated CFA yielded CFI = 0.543 (ac-
cepted threshold: ≥ 0.90) and RMSEA = 0.117 (accepted threshold: ≤ 0.065), which suggest 
that faking has a nonnegligible and detrimental impact on the observed correlation matrix as 
well as on the BFI latent structure.

CFA + EFA analysis. The CFA + EFA model has been specified such that the CFA submodel 
reproduces the BFI latent structure. In this way, the EFA submodel is left to capture those obser-
vations which do not adhere to the population’s BFI representation. Note that the constraint μ = 
0q has been used to ensure identifiability of the models. Table 4 reports the results of the model 
selection procedure performed to evaluate the number of EFA latent factors and the inclusion of 
the predictor age. In particular, we assessed whether a standard set of IC (i.e. AIC, CAIC, BIC, 
ssBIC) and CC (i.e. CLC, ICL-BIC, and H) would identify the best classifier (for further details 
on calculation see the online supplementary material). All the indices agreed on selecting the 
models with K = 1 and predictor age, demonstrating their ability to identify the best classifier 
according to BACC, MCC, SE, and SP, which also reached a satisfactory classification accuracy. 
By considering the SE metric, the selected model has also shown to correctly identify all the 
fakers.

Table 5 shows the estimated parameters for the selected model along with the bootstrap stand-
ard errors (with 1,500 replicates). The results of the CFA submodel are in line with the BFI latent 
structure. In particular, Λ̂1 presents mostly observed items with medium-to-strong factor loadings. 
On the other hand, Λ̂2 is characterized by extremely strong factor loadings, possibly due to the 
inflated inter-item correlations induced by faking. Considering the measurement errors, Θ̂δ shows 
that errors of the CFA component are generally between 0.3 and 0.9, whereas the errors of EFA 
component are lower and occasionally equal to zero. Considering the correlation matrix of the 
CFA latent factors Φ̂, the values mostly indicate small or irrelevant magnitudes of correlation 
among the latent factors. Finally, the logistic regression parameter β̂ shows that an increase of 1 
year in age is associated to a decrease of 0.6% in the relative probability of being classified 
into the CFA submodel [exp(β̂age) = 0.994, σβ̂ = 0.330].

(a) (b) (c)

Figure 1. Case study 1: heatmaps of the inter-item correlation matrices. (a) The honest subsample’s correlation 
matrix. (b) The faking subsample’s correlation matrix. (c) The overall sample’s correlation matrix.
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5.2 Case study 2: Careless responding
Data and measures. The dataset consists of n = 708 participants (60.09% male, with ages 

ranging from 18 to 75, a mean age of 34.6, and a standard deviation of 11.69) who responded 
to p = 36 items drawn from the Big Five (BF; Goldberg, 1992). The dataset is publicly available 
at https://osf.io/3fw59/. The items were scored on a 5-point scale ranging from 1 (very inaccurate) 
to 5 (very accurate) which were intended to measure three latent factors: extraversion, emotional 
stability, and conscientiousness. For each latent factor, six items were used to describe the factor in 
positive polarity (e.g. ‘Bold’) and six items in negative polarity (e.g. ‘Timid’) (Arias et al., 2020). 
The final data matrix corresponds to Y708×36. Unlike for the Case study 1, none aberrant response 
behaviour has been experimentally induced so that data naturally consist of aberrant as well as non-
aberrant responses with no prior knowledge on the latter. However, previous analyses on the same 
dataset have revealed the presence of careless responding (Arias et al., 2020). Two covariates were 
also included to predict the mixture parameter, namely age in years and gender (m vs. f).

Exploratory analyses. Following the data analysis workflow described in Case study 1, also in 
this case a preliminary exploratory analysis has been performed. In particular, to verify the quality 
of the latent structure present in the dataset, a CFA model based on the BF factor structure (see 
Goldberg, 1992) has been fit on the observed sample. The results were evaluated in terms of 
CFI and RMSEA, which showed that the CFA latent structure is not acceptable (CFI = 0.643 
and RMSEA = 0.110), in line with the findings provided by Arias et al. (2020).

CFA + EFA analysis. The CFA + EFA model has been specified such that the CFA submodel re-
produces the BF latent structure. For the sake of simplicity, Table 6 reports a subset of results from 
the model selection procedure, which was performed to assess the number of EFA latent factors 
when age and RT are also included (see online supplementary material, Table S1 for the complete 
model selection table). We investigated a wide range of K values to disentangle careless respond-
ing. Considering the properties of the entropy index, we resorted to select the model with the low-
est values of ICs and CCs conditioning on the models with the highest entropy values (i.e. the 
model K = 17 ∧gender∧age). According to the predicted classifications in the mixture variable 
ẑ, the selected model indicates that the 6.9% of participants were adopting a careless response be-
haviour, which is not too far from the proportion identified by Arias et al. (2020).

Figure 2. Case study 1: tanglegram contrasting the dendrograms of the honest (left) and faking (right) subsamples. 
The coloured lines indicate common subtrees between the dendrograms.
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Figure 3 shows the heatmaps of inter-item correlations in the predicted subsample of careful and 
careless respondents. Figure 3a presents a correlation matrix in which the three factor latent struc-
ture of the BF items (i.e. correlation blocks along the main diagonal) can be distinguished, even in 
presence of inflated correlations outside these blocks. Figure 3b reports an unexpected pattern of 
correlation between the BF items, which indicates that, within each factor, the positive-polarity 
items are slightly negatively correlated with the negative-polarity items for the same factor. In oth-
er words, the respondents used (carelessly) the 5-point scale to respond to the negative-polarity 
items as they were responding to a positive-polarity item. For instance, a careless respondent an-
swered ‘very accurate’ to the ‘Bold’ items (positive polarity), but answered ‘very accurate’ to the 
‘Timid’ items as well (negative polarity). On the other hand, the correlations among the factors 
indicates that these respondents used the scale with a homogeneous careless behaviour across 
the items.

Table 7 shows the estimated parameters of the model with K = 17 latent factor and the predic-
tors gender and age (bootstrap standard errors were calculated with 1,500 bootstrap samples). 
By examining the parameter estimates, we observe that Λ̂1 shows loadings generally above 
0.40, which suggest a medium-to-large association between latent and observed variables. 
Considering the measurement errors, Ψ̂ϵ shows that the variances of the EFA errors are extremely 
lower than those of the CFA model. With respect to the logistic regression parameter β̂, the esti-
mate indicates that being an f vs. an m participant is associated to an increase of 653.8% in the 
relative probability of being assigned to the CFA submodel [exp(β̂gender) = 7.538, σβ̂ = 0.603], 
whereas an increase of 1 year in age is related to a decrease of 2.3% in the relative probability 
of being assigned to the CFA submodel [exp(β̂age) = 0.972, σβ̂ = 0.021]. To complete the 
results presentation, Figures 4 and 5 show the estimates for the EFA component with K = 17 la-
tent variables in a graphical format. They highlight that Λ̂2 has parameters of varying magnitude 
between latent factors and observed indicators, although the majority of them are generally 
positive.

All in all, if compared to standard CFA analyses, the results highlight that using a CFA + EFA 
analysis to investigate the latent structure of the BF items would be of greater utility, especially 
when researchers suspect that their data are contaminated by aberrant behaviours such as that 
of careless responding. In particular, this application demonstrates that the proposed method un-
folds the (unpredictable) nature of the inter-item correlations induced by careless responding.

6 Discussion and conclusions
In this paper, we have proposed a novel method to detect aberrant behaviours. If one considers 
that some aberrant response styles—such as faking or careless responding—result in a 

(a) (b)

Figure 3. Case study 2: heatmaps of the predicted inter-item correlation matrices. (a) The predicted careful 
subsample’s correlation matrix (CFA component). (b) The predicted careless subsample’s correlation matrix (EFA 
component).
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Table 7. Case study 2: estimates of the CFA + EFA model with bootstrap standard errors

Λ̂1 Θ̂δ Ψ̂δ

q = 1 q = 2 q = 3

Item 1 0.812 (0.122) 0 0 0.312 (0.127) 0.025 (0.062)

Item 2 0.495 (0.122) 0 0 0.700 (0.136) 0.0001 (0.054)

Item 3 0.750 (0.113) 0 0 0.458 (0.121) 0.066 (0.071)

Item 4 0.613 (0.137) 0 0 0.582 (0.101) 0.015 (0.077)

Item 5 0.648 (0.146) 0 0 0.553 (0.119) 0.003 (0.042)

Item 6 0.494 (0.124) 0 0 0.713 (0.163) 0.048 (0.063)

Item 7 0.766 (0.151) 0 0 0.407 (0.145) 0.0001 (0.086)

Item 8 0.366 (0.130) 0 0 0.792 (0.172) 0.229 (0.120)

Item 9 0.682 (0.120) 0 0 0.536 (0.127) 0.023 (0.062)

Item 10 0.596 (0.129) 0 0 0.596 (0.096) 0.039 (0.065)

Item 11 0.635 (0.153) 0 0 0.551 (0.146) 0.017 (0.056)

Item 12 0.433 (0.102) 0 0 0.745 (0.150) 0.038 (0.070)

Item 13 0 0.585 (0.223) 0 0.631 (0.185) 0.080 (0.052)

Item 14 0 0.736 (0.229) 0 0.430 (0.184) 0.0001 (0.092)

Item 15 0 0.433 (0.128) 0 0.776 (0.284) 0.0003 (0.146)

Item 16 0 0.530 (0.199) 0 0.675 (0.184) 0.0003 (0.131)

Item 17 0 0.578 (0.205) 0 0.627 (0.149) 0.0003 (0.084)

Item 18 0 0.606 (0.202) 0 0.603 (0.245) 0.138 (0.085)

Item 19 0 0.659 (0.234) 0 0.514 (0.131) 0.0001 (0.063)

Item 20 0 0.806 (0.223) 0 0.269 (0.095) 0.059 (0.072)

Item 21 0 0.662 (0.169) 0 0.447 (0.155) 0.109 (0.082)

Item 22 0 0.546 (0.148) 0 0.563 (0.163) 0.0001 (0.060)

Item 23 0 0.699 (0.184) 0 0.397 (0.137) 0.0002 (0.066)

Item 24 0 0.578 (0.182) 0 0.600 (0.139) 0.222 (0.070)

Item 25 0 0 0.825 (0.128) 0.374 (0.079) 0.0001 (0.095)

Item 26 0 0 0.888 (0.121) 0.243 (0.081) 0.003 (0.048)

Item 27 0 0 0.880 (0.120) 0.243 (0.093) 0.0002 (0.051)

Item 28 0 0 0.308 (0.168) 0.883 (0.184) 0.103 (0.115)

Item 29 0 0 0.530 (0.122) 0.635 (0.180) 0.061 (0.070)

Item 30 0 0 0.466 (0.148) 0.703 (0.199) 0.0002 (0.065)

Item 31 0 0 0.459 (0.143) 0.674 (0.134) 0.015 (0.074)

Item 32 0 0 0.638 (0.145) 0.557 (0.111) 0.0001 (0.081)

Item 33 0 0 0.539 (0.206) 0.626 (0.100 ) 0.0002 (0.056)

Item 34 0 0 0.289 (0.168) 0.838 (0.176) 0.074 (0.057)

Item 35 0 0 0.457 (0.115) 0.637 (0.214) 0.025 (0.065)

Item 36 0 0 0.448 (0.111) 0.696 (0.141) 0.0001 (0.081)

Φ̂
q = 1 1

q = 2 0.263 (0.129) 1

q = 3 0.396 (0.129) 0.455 (0.214) 1

(continued) 
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(a) (b)

Figure 4. Case study 2: graphic representation of Λ̂2 and its bootstrap standard errors. (a) Heatmap of Λ̂2. 
(b) Bootstrap standard errors of Λ̂2.

Figure 5. Case study 2: graphic representation of ν̂ with its bootstrap standard errors.

Table 7. Continued  

Λ̂1 Θ̂δ Ψ̂δ

q = 1 q = 2 q = 3

μ̂
−0.095 (0.260) 0.043 (0.307) 0.002 (0.228)

β̂
β̂0 3.001

gender 2.020 (0.603)

age −0.028 (0.021)
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deterioration of the correlation matrix, then statistical models based on covariance analysis (e.g. 
CFA, SEMs) need to be appropriately generalized in order to cope with this issue. To this end, a 
mixture of CFA and EFA has been introduced so that the CFA submodel can still be used to re-
present the latent structure of a questionnaire or survey, while letting the EFA submodel to repro-
duce the biased inter-item correlations through its set of parameters. Simulations and case studies 
have been adopted to assess the classification performances and evaluate the properties of the pro-
posed CFA + EFA model. In particular, Simulation study 1 has been designed to study the classi-
fication performance of the model under a quite general data perturbation. Instead, Simulation 
study 2 has been run so as to provide an external validation to the model in the context of faking 
perturbation. Overall, the results showed to what extent the CFA + EFA model can be used to de-
tect and classify observations affected by aberrant response styles, by reconstructing—almost 
optimally—the original data matrix. These findings have been also corroborated by two case stud-
ies involving two peculiar types of aberrant behaviours, namely faking and careless responding. In 
line with the theoretical/empirical considerations, simulations and case studies also suggested the 
fitting of a CFA +EFA model with K = 1 for faking and a more extensive selection procedure for 
careless responding. Furthermore, it is noteworthy to point out that, based on the results yielded 
by simulation and case studies, the EFA submodel does not generally subsume the CFA. This fact 
allows the EFA submodel to capture the part of observed variability which cannot be absorbed by 
the CFA submodel.

One key advantage of the CFA + EFA model lies in its simplicity and flexibility to address aber-
rant responding behaviours that might affect the inter-item correlations. To our knowledge most 
FMMs for post-sampling heterogeneity have been designed to handle a single type of aberrant be-
haviour at a time, limiting their applicability in unsupervised and exploratory contexts. On the 
contrary, the CFA + EFA model does not necessitate the inclusion of survey-based indicators 
(i.e. negatively worded items, social desirability items) nor rely exclusively on external variables 
(i.e. covariates). In addition, unlike for other FMMs, the proposed model has been validated in 
controlled scenarios, where aberrant response behaviours have been specifically manipulated in 
order to control for the classification performance.

However, the proposed model is not exempt from limitations. For instance, some respondents 
may engage an optimal response strategy for a portion of items before adopting an aberrant re-
sponse style. In this case, the CFA + EFA model cannot disentangle among varying aberrant behav-
iours within the same survey. Similarly, our model might suffer from the inability to distinguish 
among several multiple aberrant response styles provided by the same respondents in the same 
time. Although this pattern could be recovered in principle—for instance, by including additional 
covariates to control the mixture parameter—it should be said that the CFA + EFA model has not 
been specifically developed to handle this type of problem. Another limitation of the current imple-
mentation is related to the independence between CFA and EFA submodels. Although this con-
straint is quite reasonable across several empirical scenarios, there could have been some cases in 
which parameters of both models need to be not independent (e.g. Cov[Θδ, Ψϵ] ≠ 0). Finally, an-
other issue which deserves further attention is that of sample size. Indeed, it needs to be sufficiently 
large (i) to provide reliable estimates for both submodels and (ii) to perform an extensive model se-
lection procedure to find the optimal number of EFA latent factors. This is of particular importance 
in the case of careless responding, where the proportion of careless against careful observations is 
generally small.

Further investigations can enhance the findings of this research study. For instance, the 
CFA + EFA model could be extended in order to model also dichotomous and ordinal data, 
adopting the underlying variable approach or the IRT approach for the specification of the 
two FA components (e.g. see Jöreskog & Moustaki, 2001). Moreover, a theoretically oriented 
model—e.g. by adopting a copula-based representation to model the aberrant dependencies 
among the items (Krupskii & Joe, 2013)—could be used instead of the simple EFA submodel. 
This could enhance the ability of the proposed method to detect aberrant response styles. 
Further generalizations might also include submodels which are not strictly based on the 
Normality assumption for the latent variables (Murray et al., 2013). This would improve 
the applicability of the proposed model to disentangle between aberrant and nonaberrant re-
sponses in general contexts.
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